CMG

The Association of System
Performance Professionals

The Computer Measurement Group, commonly called CMG, is a not for profit, worldwide organization of data
processing professionals committed to the measurement and management of computer systems. CMG members are
primarily concerned with performance evaluation of existing systems to maximize performance (eg. response time,
throughput, etc.) and with capacity management where planned enhancements to existing systems or the design of new
systems are evaluated to find the necessary resources required to provide adequate performance at a reasonable cost.

This paper was originally published in the Proceedings of the Computer Measurement Group’s 2000 International
Conference.

For more information on CMG please visit www.cmg.org



Six Levels of Sophistication for Capacity Management
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Six levels of Capacity Management sophistication are defined and reviewed. The levels
evolve from using the most basic approaches to including Capacity Management as part
of a total IT Enterprise Resource Management Architecture. Included are illustrations
based on actual Capacity Management programs with an emphasis on simpler ap-
proaches and distributed computing. Topics include methodologies for workload char-
acterization, forecasting, and predicting resource capacity with some comments regard-
ing the current state and future of Capacity Management.

Six Levels of Capacity Management Sophistica-
tion

The following conceptual framework has been a
useful reference for marketing & implementing a
Capacity Management (CM) program, and the per-
sonal development of automated CM solutions. It
also could be used for developing a CM program
audit standard. There have been many previous
good papers and books written on Capacity Man-
agement processesl, which generally describe fairly
similar process steps.

This paper’s objective is not to focus on the hori-
zontal process steps, but rather to suggest a formal
outline of how we may use less sophisticated ap-
proaches than what is considered ideal, due to a
lack of resources, a lack of available data or meas-
urements, a lack of software automation, or even
differences in management philosophy about the
cost/benefit of using Capacity Management solu-
tions. Each describes how to perform solutions in
an increasingly sophisticated fashion.

Simple methods and solutions may need to be used
initially to demonstrate an initial Capacity Manage-
ment benefit or to get the program started. Then,
over time, more costly, sophisticated solutions, if
technically feasible, can be justified as enhance-
ments to derive further benefits. In my experience
most IT environments operate at fairly low levels of
sophistication even for the more mature mainframe
environments.”

The lower levels of sophistication will seemingly
provide similar deliverables as the more sophisti-
cated levels by using rules of thumb for some re-
quirements or simply leaving out more detailed pro-
cess steps with the corresponding supporting data
and analysis. Data requirements may be provided
in a supplemental fashion, using an unspecified pro-
cess not formally included in the CM program. This
can have interesting side effects regarding respon-

sibility and accountability, since the end result of the
less sophisticated approach will generally be ex-
pected to have less accuracy. Also, often out of
necessity, the lower level approaches usually re-
quire the involvement of more staff with a diversity
of knowledge and expertise with the resulting addi-
tional cost of staff time analysis and meetings.

Proceeding from describing the low levels to the
higher levels, it is implicitly assumed that the lower
level processes are retained, although some aspects
may be replaced or eliminated with the higher level,
more efficient or rigorous solutions.

The CM levels of sophistication are summarized as:

Level 0 No formal ongoing CM program ; CM oc-
curs as an occasional project.

Level 1 Formally measure, trend, & forecast peak
period utilization and plan resource ca-
pacity with an ongoing periodic review
program.

Level 2 Accurately partition resource utilization by
meaningful workloads. Integrate workload
data with other IT ERM? components.
[‘Light” — single attributes; “Heavy” — mul-
tiple attributes including company
/department, application, & process type
workloads.]

Level 3 Include an automated workload forecast
system. [“Light” corresponds to Level 2;
“Heavy” — Provides for distribution of
summary forecast to lower levels to allow
for forecasts re-summarized by different
categorizations.]

Level 4 Predict service levels & capacity require-
ments using (level 3) workload forecasts.
[‘Light — Use rules of thumb; “Heavy” —
Use configuration modeling tool]. Inte-
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grate processes with other IT ERM Com-
ponents.

Level 5 Use business application criteria with an
application model to predict service levels
and forecast resource usage requirements
of the most resource intensive client ap-
plications. [‘Light” — Use simple correla-
tions; “Heavy” — Use Modeling Tool / On-
going Review]

The potential for process integration is best under-
stood with a review of some broader concepts,
which will also provide a contextual definition of Ca-
pacity Management.

Information Technology Enterprise Resource
Management (IT ERM)

“Business” Enterprise Resource Management (ERM)
Systems by vendors such as Oracle, PeopleSoft,
and SAP AG have provided automated business
application solutions that provide a significant
amount of data and process level integration to
those companies who have successfully imple-
mented them. In a similar manner Information
Technology (IT) ERM automated management of
operations, performance, capacity, finance, asset
inventory, client management, etc. could similarly
be designed and implemented with well-defined in-
tegrated data and processes.

“Business” ERM vendors cited above, have come
much closer to the ideal of data and process auto-
mated integration than “Infrastructure” IT ERM level
vendor solutions. Mainframe platforms are more
mature than client/server distributed platforms in
terms of automated IT ERM solutions, but may still
lack significant data and process integration -- al-
though it has been a stated objective of most ven-
dors for years. In this paper, Information Technology
Enterprise Resource Management (IT ERM) refers
to such an ideal solution.”

In a highly sophisticated IT ERM implementation, a
wealth of additional cost, transaction volume, and
quality of service information would improve IT
automated management services and information
reporting about workloads and services for business
customers. At a lower level of sophistication, there
is more reliance on manual interfaces, limited data,
and non-integrated automated processes so much
less meaningful information could be acquired.

The organization of an IT ERM implementation
would include the following underlying major proc-
ess categories:

o

Operations Management

Real Time Monitoring of System Issues
Reactive Mode of Operation

Exception Alerts

Problem Identification / Resolution

Performance Management

Near Term Monitoring System Statistics
Both Reactive and Proactive

System Tuning / Configuration
Workload Management

Service Level Focused

Capacity Management

Long Term Oriented
Pro-active

Resource Requirement Focus
Forecast Workloads

Predict Capacity

Investment / Financial Management

Budgeting / Tracking Costs
Planning Expenditures
Recovering Costs
Reporting Costs

Asset Management

Maintain adequate Asset Inventories
Automate Software Distribution
Maintain Hardware Maintenance
Provide Graphical Location References

Security Management

Provide Secure Application Access
Authenticate Users

Provide System Recovery Management
Provide Data Recovery Management
Provide Facilities Security

Customer Partnering

Provide Adequate Service Levels
Understand IT Business Plans

Promote Business IT Strategies / Solutions
Report Resource Usage and Cost Trends
Provide System User Inventory



This paper will only focus on the Capacity Manage-
ment component of IT ERM as described above,
understanding that the opportunities for data and
process integration would expand in a similar fash-
ion for any similar analysis of the other IT ERM
categories. At the lower of levels of Capacity Man-
agement sophistication, data and process integra-
tion with the other IT ERM components is limited or
non-existent. As all components reach higher levels
of sophistication, then the potential for data and
process integration would significantly improve.

Detailed Descriptions of CM Levels

Level 0 No Formal Ongoing CM Program — CM
occurs as an Occasional Project.

At this level, CM is not considered an ongoing proc-
ess. However, utilization levels may be informally
tracked and when they reach certain thresholds,
when service level issues occur, or when manage-
ment simply realizes the necessity due to new im-
plementation plans, a capacity planning project may
be initiated. This is the level used most often in the
IT industry. A “snapshot” of the current environment
is often studied, forecasts of future requirements are
included, and resource predictions are conducted.
Some of the more sophisticated techniques dis-
cussed in the more sophisticated levels of this con-
ceptual framework may be used on a project basis.
On the other hand, the method may be as unsophis-
ticated as an educated guess.

The main distinction of Level 0 and the other levels
is that there is no formal ongoing CM program.
Data and statistics used for other components, par-
ticularly performance, may be used although they
may not be designed specifically for Capacity Man-
agement purposes.

Level 1 Formally Measure, Trend, & Forecast
Peak Period Utilization and Plan Re-
source Capacity with an Ongoing Period
Review Program.

At this level, CM is an ongoing process based on
trending resource utilization. Part of the Level 1
process is a regular review of the plans by a multi-
disciplined Capacity Management team for each
major business, both technical experts and IT busi-
ness planners. The technical experts should be able
to provide supplemental data, such as workload in-
formation, the timing of events, and help perform
analyses to explain unexpected variances and de-
velop forecast estimates. The IT business planners
can provide early warning about future planned
changes to the environment that may affect capacity
requirements. The periodic meeting, usually limited

to a significant related group of applications for a
specific company or a company division, is held with
staff from various IT departments, and if necessary,
capacity plans are updated after acquiring the nec-
essary management approvals and budget adjust-
ments.

The frequency of the review of the charts should be
based on unexpected variances in utilization. A
monthly review is a good starting point, but often it
may evolve to be less frequent. A supplemental
approach is to establish a frequency and call a spe-
cial meeting if unexpected significant changes are
reported. Another alternative is to plan short sr.
management reviews of updated charts as agenda
items during ongoing monthly status meetings, with
in-depth staff reviews planned less frequently.5

Typically, a capacity analyst prior to the formal CM
review meeting issues a memo to specify action
items to be reviewed and identify unusual variances
that have occurred since the last meeting and issues
as identified by sr. management. During the CM
team meeting the capacity analyst, facilitates the
discussions and manages the agenda to focus only
on the most relevant servers and develop a list of
action items. Although it is a working meeting and
issues can be discussed briefly, care should be
taken by the capacity analyst to assign significant
activities as action items and keep the pace deliber-
ate. After the meeting, a post-meeting memo sum-
marizes the results and lists the new action items.
Management is notified of any budget and funding
issues as part of the memo summary and by action
item assignment. Materials may also be produced
in a standard fashion for sr. management meetings
and updated on web sites.

At this level of sophistication, the capacity analyst
can only take responsibility for in-depth forecasts if
it is assigned as an action item and if the activity is
funded (such as a Level 5 application modeling
project, possibly outsourced to a consulting firm).
Often, the application support staff or vendor will
assume responsibility for application forecasts,
since they have the most knowledge and informa-
tion about the application. The capacity-planning
staff, usually with limited staff resources, may as-
sume a facilitating or consulting role.

Figure 1 represents an example of a Level 1 CPU
capacity plan. Itincludes a chart with line plots of
actual resource utilization, forecast utilization, and a
capacity plan to provide the necessary resource.
Significant past and future events are documented
and tracked as part of the review process.



A “Level 1” automated forecast system could pro-
vide some of the following features [Many would be
common to a “Level 3" forecast system as well.] —

1) Notice in Figure 1 that a benchmark value is
used for the vertical axis rather than CPU utilization.
By normalizing the CPU utilization values to
benchmark equivalents, the trend on the chart re-
mains relatively accurate after an upgrade. The
current benchmark type and full capacity value
should be identified on the chart.

2) The system should allow for a customized peak
period definition per server. A standard “Prime” pe-
riod was chosen for the server in Figure 1. Based
on an hourly utilization analysis, like the sample
chart in the lower part of the figure, a custom period
may need to be defined to best represent the actual
peak processing. The forecast statistic chosen for
the peak period was the maximum weekly average
for the month.

3) The automated forecast system would include
the capability to develop a regression line based on
selected actual data points, which default to the last
12 months. The regression line in Figure 1 would
probably align better with the forecast if the data
points prior to 2/00 were removed from the regres-
sion.

4) The forecast can reflect seasonal adjustments.
Several different algorithms could be available and
an ability to scale or override the seasonal adjust-
ments should be available. A seasonal adjustment
option is illustrated as a 2" forecast line in Figure 1.

5) A user interface is available to adjust the fore-
cast by month, specifying changes in the forecast
reflecting significant events, specify relative
changes by month either by slope, relative growth,
or by percent change. The example in Figure 1
shows a significant event in February, 2000, will
increase workload demand and capacity require-
ments significantly.

6) A narrative is stored in the forecast database
describing significant business issues or rationaliz-
ing the forecast. In the example the narrative is
displayed under the chart as “Server Remarks”.

7) The system should also provide for an upgrade
criteria specification. The specification can adjust
for the fact that the peaks vary widely from the av-
erage and also be based on rules of thumb for
workload types. For instance, a lower value would
normally be used for a server with on-line transac-
tions, rather than a server with predominately batch
transactions. Of course a very sophisticated mod-
eling tool (Level 4) could be used to help specify it,

or it could be based on a rule of thumb, experience
over time, and/or other factors known to the CM
team.

8) Both past and future significant events and
causes of significant forecast variances should be
maintained and identified as annotations on the
planning chart. This way a simple record of past
events can be correlated with the changes they had
on resource usage, and future events identify the
significant changes in the forecast estimates on the
planning chart. This capability increases the op-
portunity to apply lessons learned from past events
to similar future events, particularly when the fore-
casts are rather unsophisticated.

9) In distributed client/server environments there
can be hundreds of servers. The system should
provide reporting to indicate which servers had the
most significant variances from the planned fore-
casts. This feature is a bit more rigorous than fea-
tures typical in most vendor products that simply
provide a threshold value without a relationship to a
planned forecast value.

10) Optionally, the forecast should be able to adjust
automatically based on new monthly actual data.
This coupled with the exception reporting mentioned
above, may eliminate much of the manual effort and
cost associated with forecasting & reviews.

11) It should be possible to save certain forecasts
for reference. Before forecasts are changed auto-
matically by monthly actual data point updates, they
would be saved for a specified number of genera-
tions. It should also be possible to save a forecast
as a special category, not to expire until a specified
date or until deleted.

12) The forecast system would consist of a forecast
component and a user information component. The
user information component should be web based
and provide a summary and drill-down capability
about the actual utilization, the utilization forecasts,
and capacity plans. The forecast component would
preferably be PC based so the analyst could use the
system during CM team reviews to present updated
information, suggest changes in the forecast, and
provide alternative suggestions dynamically during
the team meeting.

13) Options should be available to use a monthly,
weekly, or the monthly peak weak as the peak pe-
riod statistic.

Other resources such as memory, disk storage, and
network adapters could be included in a CM pro-
gram. Capacity planning resource charts for mem-
ory and network adapters could be handled in a



similar manner to CPU except the criterion would be
some selected paging or memory usage statistic for
memory and a the rate of peak data traffic for net-
work adapters.

A bit more complicated approach could be used for
tracking and planning for disk storage requirements.
The sample below in Figure 2 uses gigabyte as the
unit of resource usage. The problem is more com-

plicated for storage as there may be many layers of
“virtual” versus “actual” and “allocated” versus
“used” regarding the storage measurements. Differ-
ent operating systems use different categorizations.
So each environment has to be analyzed separately
for available / appropriate measurements. In some
cases the measurements may require the use of a
data base monitor.

CAPACITY PLANNING CHART FOR SERVER -- SERVER1
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Figure 2

But for any environment the problem can be generi-
cally described as in Figure 2, with a “used” meas-
urement that determines the growth trend and an “al-
located” measurement that determines the amount of
“free” space retained in the allocated space. Other
adjustments may be added to account for reserved

storage, other storage overhead, or to allow for time to
plan an upgrade.

Whatever criteria are used, they should be well docu-
mented for each server, as each may require a differ-
ent approach or different measurement. Of course it
may be possible to adopt some space allocation con-



ventions and policies so the approach is consistent
across common types of servers.

Level 2 Accurately partition resource utilization by
meaningful workloads. Integrate data with
other IT ERM Components.

If process or transaction measurements are available,
analysis of resource usage can be substantially im-
proved, particularly if meaningful criteria can be col-
lected with the transaction measurements and trans-
lated to even more meaningful attributes.

Workload measurements may be “characterized” by
summarizing the data using multiple attributes includ-
ing company/department, application, and process
type categories. A criterion is selected for each re-
source process or sub-type to assign the usage of the
resource to an attribute. See Figure 3 for an example
of a possible SAP R3 CPU workload characterization
attribute matrix®. Notice that criteria captured with
transaction measurements such as job name or trans-
action name may be used and translated to more
general criteria such as a specific application.

Naming standards may imbed attributes codes in the
criteria values. More often translation tables may
need to be derived to map the criteria to the appropri-
ate attribute, particularly for a “Heavy” Level 2 char-
acterization. For instance, there may already be a
mapping of user id to company / department code in a
human resources or security system which can be ac-
cessed. As the data is collected and loaded into a
measurement data repository attribute values are de-
rived from the measurement criteria and then may be
used as ‘keys’ in the data repository summarization
scheme (See Figures 3 & 4). A 2-tier logic structure
often may be used. Both logic tiers may use a trans-
lation table and / or logic based on naming conven-
tions or known relationships between the criteria and
attributes. The first tier of logic checks for known ex-
ceptions to the naming standards. The second tier of
logic checks for standard translations. If a measure-
ment value can'’t be translated a “measurement work-
load characterization” exception is generated resulting
in an exception report so the new values can be up-
dated in the appropriate translation tables. Of course
a change or system update process should exist to
prevent the exceptions from occurring in the first place
when new applications are added to the system.

Workload Resource Usage M easurement Characterization
SAP R3 Workload Characterization Planning Matrix

Resource Processing Type / Attribute Attribute Criteria
Resource Criteria” for For
Sub-Type Company/Dept Application
Application Production / On- Job Name Job / Tran / Program /
Server CPU Reguest Batch Pgm Std/
Prod. Batch Job Name Job / Tran /Program /
Daughter Jobs Pgm Std/
User Batch User ID Tran -Program / Pgm Std
User Batch - User ID Tran -Program / Pgm Std
Daughter
Dialog / Update User ID Program Name / TCODE

Sample Level 2 “Heavy” Workload Characterization Chart



Sample SAP R3 Attribute Data Repository Matrix

Figure 3

Retention Time |Retention Type Attributes
7 Days Detail Sap System [Server SAP Instance |Period Location Company
Dept / Code
Process Type |User ID Application TCODE Job name Proaram Name
Date Hour
10 Days Day Sap System [Server SAP Instance |Period Location Company
Dept / Code
User ID Application |[TCODE Job Name |Process Type
Date Day Week of Year |Month
14 Weeks Week Sap System [Server SAP Instance |Period Process Type |Company
Dept / Code
User ID Application |[TCODE Job Name
Year Month Week of Year
25 Months Week Sap System [Server Period Process Application Company
Tvpe Dept / Code
Year Month Week of Year

Sample Level 2 “Heavy” Workload Attribute Data Repository Matrix
Figure 4

For the greatest effect, workload data is stored in a
data repository and summarized by day, week, and
month to provide both detailed and summarized
information. Notice in Figure 4, which suggests a
possible SAP R/3 data repository attribute summary
and retention plan, how fewer attributes are retained
for longer time periods so that the data repository
isn’t excessively large.

for data integration. For instance, CPU seconds
could be chosen as the CPU measurement criteria
and monthly period trends could be available using
different combinations and granulation of multiple
attributes including peak, prime/non-prime, Com-
pany/Department, application, sub-application com-
ponent, and process type. Data integration may
exist between the IT ERM components — the same
data summarized in different ways may be used by
The data repository is designed for Capacity Man- different system components.
agement and other IT ERM components to provide

Simple lllustration on How Workload Measurements Improve Forecast Analysis
Figure 5
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- Level 2 “Light”

A “Light” Level 2 implementation would
consist of a single level workload categori-
zation for the server resource. Examples
for CPU usage include RMF Performance
Groups in MVS and process level summari-
zations in UNIX.

- Level 2 “Heavy”

A “Heavy” Level 2 would consist of a multi-
ple level workload categorization for the
server resource. This categorization would
preferably include multiple attributes such
as peak period, company/ department, pro-
cess type or resource type, application, and
possibly other attributes depending on the
platform and the resource. Generally the
multiple levels of attributes would provide
for all IT ERM components to use the same
data, usually summarized in different ways
in the same data repository for different
purposes. For instance the same data used
for charge-back could be used for CPU
forecasting and performance analysis.
Company/ department, application, and
process type attributes are required to es-
tablish resource levels and service levels
separately by customer and application.
Without workload usage data characterized
at this level of granularity it much more dif-
ficult to accurately correlate business appli-
cation information with resource usage and

establish meaningful baselines for fore-
casting business applications.

- Improved Analysis Capabilities

Often not enough emphasis is placed on
developing “well-characterized” workload
data from measurement data. Figure 5il-
lustrates that reviewing how utilization fore-
cast matches up to the actual resource us-
age is much less meaningful without sup-
porting workload data. In the illustration it
would appear without the workload data that
the forecast is on “target”. However, re-
viewing the workloads the Finance System
is significantly over forecast and the Retalil
System has an offsetting under forecast
usage.

Trending and forecasting these workloads
separately as shown in figure 6 would illus-
trate the variances even better. Had the
total utilization had a significant variance in
figure 5, the workload data would immedi-
ately identify what workloads caused the
variances.

So although it may take a significant in-
vestment to initially develop a “Heavy”
Level 2 approach, once it is accomplished
the ongoing cost is rather minimal and the
resulting information available for analysis
significantly reduces the amount of time
needed to determine which user and appli-
cation is causing forecast variances. This




significantly may save staff time spent and
use it more efficiently since detailed reports
could immediately identify particular jobs
and transactions or users who contribute to
variances. But without Level 2 measure-
ments and reports, the team may be re-
duced to determining relationships by
spending much time analyzing the timing of
events in detail and then only guessing what
caused the variances. This takes time and
resources much better suited to be used
with Level 2 reports to analyze why the par-
ticular applications had variances in more
detail.

- Unit of Work / Transaction Defini-
tion

Transaction measurements may occur at
different levels of granularity, but generally
one settles with the type that is available for
the application or operating system in use.
A standard does exist called ARM’ to sup-
port the generation of workload transactions,
but not all applications support it.

Transactions defined at different process
levels may have significant differences in
granularity and be useful for different pur-
poses. For instance using a telephone call
center application as an example, a support
telephone call could be considered a busi-
ness transaction and be very meaningful to
a capacity planner. It could also be busi-
ness level criteria that are used by the Call
Center Supervisor in evaluating support rep-
resentatives and their average call volume,
call turn-around time, etc.

The “business” transaction could consist of
several “application” transactions — check
an account balance, check a particular in-
voice, make a price quote, check inventory
availability, and take an order. Each of
these in turn could consist of several “pro-
gram” transactions, which consist in turn of
a series of “data base commit” transactions
and also many “screen or dialog” response
time transactions. The low level very
granular screen transactions are what would
be considered important by a performance
analyst in evaluating if the IT service levels
were being achieved or not. They would
also be important to the capacity planner in
modeling capacity requirements. But the
higher-level units of work would also be very

useful for correlating resource requirements
with business criteria volume usage.

So the concept of “transaction” or “unit of
work” should not be considered monolithic
and is more complicated than generally re-
alized. For instance, if transactions are
normally collected at a very low level of unit
of work a great amount of data may be un-
necessarily generated creating a lot of un-
necessary overhead. One of the most
popular Business UNIX ERM systems col-
lects data at the dialog-step or interactive-
screen level creating much more overhead
than would otherwise be necessary.? A
preferred approach would be to collect
summarized accumulation statistics at a
much higher level of “unit of work” such as
the application transaction (unit of work)
level, but provide for the lower level trans-
action collection as a monitor “trace” option,
as the detail would only really be useful
when debugging a performance or program
problem.

Level 3 Include an automated workload
forecast system.

At Level 3, the workload data serves as in-
put to a trend-oriented forecast system.
Then in Level 4, the separate forecasts may
be summed and combined after adjusting
for measurement capture ratios to estimate
total resource requirements which achieve
adequate service levels. The system
should provide for automated default fore-
casts extending historical actual trend data
into the future.

Workload forecasts do not include upgrade
criteria since each workload is considered
separately and may (optionally) include ad-
justments to accurately approximate raw
resource utilization. But the forecasts in
total may be used in Level 4 as input to a
modeling tool or other methodology to esti-
mate forecast utilization, upgrade require-
ments, and possibly service levels by work-
load. A level 3 forecast system will include
a capability to support follow-up month-to-
month variance analysis and forecast revi-
sions with the capability to retain the initial
budget based forecasts. A “default” forecast
should be optionally generated for all work-
loads using either an average or a regres-
sion statistic.
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“Level 3" Workload Forecast Chart
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Sample “Heavy” Level 3 Workload Forecast Chart
Figure 6
- Level 3 “Light” usage workloads could be forecast using the

A “Light” Level 3 forecast system imple-
mentation would consist of developing fore-
casts for a single level workload categoriza-
tion for the server resource to be forecast.
Examples for CPU usage include RMF
performance groups in MVS and process
level summarizations in UNIX.

- Level 3 “Heavy”

A “Heavy” Level 3 forecast system would
consist of a multiple level workload catego-
rization for the server resource. This would
have to include peak period, company/ de-
partment, process type or resource sub-
type, and application attributes among oth-
ers depending on the platform and the re-
source. The forecast system would allow
for forecasts input at high levels of summa-
rization (using only one or two attributes) to
be automatically distributed to all “baseline”
attribute levels using alternative algorithms.
One algorithm would be based on splitting
the forecasts based on fractional percent-
ages calculated from the actual historic
monthly usage percentages using the other
attribute value combinations by month.
Then high-usage workloads could be fore-
cast using company, department, applica-
tion, and process type attributes. The mid-

company/ department and application at-
tributes letting the process type forecast be
less accurately automatically generated us-
ing historical statistics. The default forecast
would typically be used for low-usage work-
loads.

Once finished developing forecasts by com-
pany/ department/ application categories
using business oriented input, the forecast
could be automatically re-summarized for
only the peak period using a single opera-
tional attribute (such as RMF performance
group for MVS) to be used as input for con-
figuration modeling tools (level 4). Or,
more granular levels of Company organiza-
tional categorization could be used for
charge-back purposes — company/ depart-
ment/ division / work team even though the
original forecasts were accomplished at a
higher level of summarization!

Level 4 Predict service levels & capacity
requirements using (level 3)
workload forecasts.

At Level 4 processes exist to provide a
means to combine the workload forecasts
and model them to determine the proper
capacity requirement to minimize costs and
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yet obtain service levels. This could be with
a very sophisticated modeling tool or simply
by using industry rules of thumb. At Level
1, the upgrade criteria is used rather than a
more accurate configuration-modeling tool.

Using workload forecasts from Level 3, an
automated process is used to estimate ca-
pacity requirements necessary to satisfy
service levels. For CPU, detailed data for
resource usage by process type may be
used in a multiple linear regression to cal-
culate capture ratios for each process type.
Then the resource could be optionally
translated to units of utilization or bench-
mark values rather than CPU seconds.

Process integration as well as data integra-
tion may occur at Level 4 with the other IT
ERM components. Predicting capacity
could be integrated with business cycle
budgeting, performance management, and
charge-back processes. For example,

1) Simulation or analytical modeling tools
are used for performance tuning;

2) Forecasts are useful for cost recovery;

3) Yearly financial planning and client
budgeting processes could be con-
ducted in conjunction with a yearly ca-
pacity forecast where optionally the
following year’s charge-back could be
fixed based on the capacity forecast,
rather than depend on the actual usage
results. Although policy would have to
allow for unexpected large variances,
in general the forecast accuracy would
allow this to occur. Also unexpected
large variances could more likely be
traced to variances in business appli-
cation volume assumptions, rather
than assumed to be estimation error --
placing the responsibility for cost vari-
ances back to the client.

- Level 4 “Light”

A “Light” Level 4 implementation could be
as simple as applying measurement cap-
ture-ratios based on process type to the
workload forecasts, combining the forecasts
to estimate future utilization, and using ‘rule
of thumb’ criteria or past experience for ca-
pacity upgrade requirements. Usually the
“light” level 2 workloads would not be suit-
able for cost recovery or client charge-back
unless they naturally break out by customer
and application.

- Level 4 “Heavy”

A “Heavy” Level 4 approach would be more
sophisticated using workload resource fore-
casts as input to a configuration modeling
tool to provide estimated service levels and
capacity requirements, possibly using a
what-if iterative analysis. In addition a
“Heavy” Level 2 workload characterization
would provide for client cost recovery or
charge-back and other types of process in-
tegration with performance, financial, and
client management.

Level 5 Use business application criteria
with an application model to pre-
dict service levels and forecast
resource usage requirements of
the most resource intensive client
applications.

Relating business criteria to specific com-
pany/ department application components
increases the sophistication and accuracy of
a workload forecast.

For the most resource intensive existing
applications and particularly for new appli-
cations with no information regarding base-
line resource requirements an application
workload requirement estimate methodology
would be used to translate known applica-
tion business volume criteria to workload
usage demand estimates. Benchmarks
may be used as the sole methodology, to
derive baseline usage data, or as verifica-
tion of an application workload estimation
method. Vendor application modeling tools
may be utilized.

Workload data available from Level 2 may
also be utilized to baseline the model or to
approximate similar applications. The out-
put from the application-modeling tool may
be use as input to the Level 4 configuration-
modeling tool, if the application shares re-
sources with other applications. With more
emphasis towards web enable E-commerce
service levels, application modeling may
become more important for business clients.

- Level 5 “Light”

Actual business criteria are not tracked and
reported as part of the program. On a proj-
ect or action item basis, simple correlations
are analyzed and proportional relationships
derived between key business criteria vol-
umes and resource usage.
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Summary of Six Levels of Capacity Management Sophistication

Level Description

Focus / Objective

Level 0 | No Ongoing Program

Informal / Project Approach / Reactive

Level 1 Forecast Utilization Trend

Insure Capacity Availability

Level 2 | Interpret & Manage Workloads

Workload Definition & Data Integration

Level 3 Forecast Workloads

Trend Workload Forecasts

Level 4 | Predict Resource Requirements /
Service Levels

Predict Requirements / Integrate System
Management Processes

Level 5 | Forecast Business Applications

Base Forecast on Business Information

Figure 7

- Level 5 “Heavy”

Actual business company / department, ap-
plication criteria are tracked and correlated
with resource usage as predicted by a for-
mal modeling method or tool. The model
may be automated and may be continually
refined.

Using The Framework as an Audit Tool

The six levels should really be defined dif-
ferently when viewed as audit standards
rather than as different sets of expanding
CM processes. This paper has focused on
a definition consisting of expanding sets of
automated processes (See Figure 7), and
leaves the audit definition to your intuition;
realizing that the levels themselves are
never mutually exclusive, since all the lev-
els represent common CM sub-processes,
only accomplishing the processes at differ-
ent degrees of detail, sophistication, data/
process integration and accuracy. Perhaps
several audit ratings would be applicable to
any environment — a) what is technically
achievable, b) what level is most cost effec-
tive, and c) what level is actually achieved.

Conclusion

From the author’s experience, most vendor
offerings automate processes related to the
more sophisticated levels such as 4 & 5.
Less vendor capabilities exist at Level 1, 2,
& 3, perhaps because significant customi-
zation may be required to fully develop well-
characterized workload measurements and
vendors prefer to provide turnkey solutions.
Professional capacity planners tend to de-
velop their own custom solutions. The lack
of well-characterized transaction measure-
ments based on appropriate units of work in
most IT environments and limitations in
vendor software integration at all levels tend
to limit the ability to accurately and cost-
effectively implement high-level Capacity

Management and related IT ERM programs.
But it is also the author’s opinion that with
sufficient improvements in IT industry
measurements, standard practices, and
vendor software, then more, higher-level,
cost-effective CM programs could exist in
the future.’
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an enterprise wide level across platforms on an
ongoing basis. Also see end-notes * &°.
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